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Abstract—Low-code development platforms accelerate software development by facilitating end-user programming. Through higher-level abstractions citizen developers are enabled to develop increasingly complex software systems. While this improves productivity and efficiency it also introduces new challenges in the development process.

The evolution of the low-code development platform and the applications built on top of it is one of those challenges. Understanding the impact of changes on the software system is crucial for both the maintenance as well as the improvement of running software. Citizen developers can be supported by direct feedback that reflects how their changes impact the system. Professional developers can use the impact analysis to correctly migrate existing data. Finally, the operations engineers that are responsible for the availability of the platform and the applications can plan seamless upgrades of new versions. Impact analysis should be at the foundations of the development of low-code development platforms.

This paper proposes the Impact Analysis for Low-Code Development Platforms framework, a conceptual framework that supports the discussion, research, and implementation of impact analysis. The proposed framework describes the different subsystems and artifacts in a low-code development platform, the different types of professionals involved, and how these professionals can use impact analysis to support their engineering decisions. Through a descriptive case study we discuss the role of impact analysis in an industry low-code development platform. Through the feedback acquired by impact analysis, professionals can stay in control of the evolution of both the applications as well as the low-code development platform itself.

Index Terms—Low-Code Development Platform, Co-Development, Citizen/end-user Development, Change Impact Analysis, Evolution

I. INTRODUCTION

A trend that is still growing and gaining traction are low-code development platforms (LCDPs) [1]. These LCDPs facilitate end-user programming for citizen developers, people without formal programming education that develop software, through Model-driven Development (MDD). Ultimately, the goal of these platforms is to enable citizen developers to build full-stack software applications [2].

While this may have started with relatively simple applications that automated one task, the applications targeted by LCDPs are becoming increasingly complex. From enterprise services [3], Internet of Things [4] to the enablers of digital transformations in manufacturing industry [5]. This growth and evolution of LCDPs into supporting more different kinds of systems and more complex systems also gives rise to new challenges. Challenges that were once the domain of software engineers and operations engineers1 are now becoming challenges for these citizen developers.

Software evolution is one of these challenges. While it starts with the design, development, and release of an application build with a LCDP, the citizen developer will quickly become aware of the challenge of software evolution. As these applications grow and become more complex, companies will also depend more and more on them. Quality characteristics of these applications become more important, and the impact of changes needs to be predicted before they are made, or released into production. However, software evolution for the professional developer and operations engineer also becomes more challenging. A large part of the applications is developed by a new type of professional, the citizen developer. The professional developers and operations engineers are not always aware of the changes made by the citizen developers as they might be part of a different team, or even a different company.

Impact analysis provides all three types of professionals with the needed feedback. The analysis of how changes impact other parts of the system and the running applications benefits the professionals in making well supported engineering decisions. We propose a framework to support the discussion and research of impact analysis in low-code development platforms. First we describe the three types of professionals (citizen and professional developers and operations) involved, the subsystems of a LCDP, and the involved artifacts. The Impact Analysis for Low-Code Development Platforms itself comprises of the execution of change analysis, the collecting of change analysis results, and the deduction of impact

1Different titles are used for these roles, such as ‘DevOps engineers’, ‘Platform Engineers’, and ‘Site Reliability Engineers’. We use the term operations engineers to refer to the people and/or teams that are responsible for technical management and maintenance of software systems running in production.
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observed observations that are presented to the involved professionals. Through a case study we show how this framework can be applied, and how impact analysis can result in feedback for those professionals involved in the development of LCDDs and applications. We report on a decade of development of an industry LCDD and application, with 18 months of operational usage. Different forms of impact analysis are used to facilitate control over the evolution of the system and support engineering decisions made by the involved professionals.

The research approach is explained in Section II. In Section III we discuss LCDDs in general, and propose the Impact Analysis for Low-Code Development Platforms framework. The case study is described in Section IV and analysed in Section V. Section VI discusses the case study, the research, and future work. Related work is discussed in Section VII. Our conclusions are stated in Section VIII.

II. RESEARCH APPROACH

In this research the role of impact analysis in a low-code development platform (LCDD) is discussed. A descriptive case study is conducted at AFAS Software, during the development of an industry LCDD. The LCDD is used to develop a new ERP system. Currently the platform itself is used only internally, while the resulting ERP system is offered as a Software-as-a-Service (SaaS) product. The research and development of the LCDD AFAS Focus started in 2010, but a separate development team was not created until 2013. From 2013 until 2019 the development team grew from 10 people to 50 people, including citizen developers, testers, and professional developers. End of 2019 the first customers went live in a private beta program, and in the second half of 2021 the product was publicly launched.

The first author is part of the research and development team at AFAS Software since 2011, first as Software Architect, but from 2013 as Lead Software Architect. During the development of the LCDD, the first author was jointly responsible for the development of the LCDD architecture, the data conversion techniques, and the upgrade strategy. The second author is only involved in the project as an independent external researcher since 2015. Our research is based on observations and contributions made by the first author during the development of AFAS Focus. The challenges, the proposed framework, and the results are discussed with the second author since the start of the involvement of the second author. These discussions have bend the inward look from AFAS Focus to LCDDs in general. The research and development of AFAS Focus has resulted in contributions such as a comparison of model execution [6], a framework for data migration [7], and a maturity model for API management that is applied to LCDDs [8]. The Impact Analysis for Low-Code Development Platforms framework presented in Section III is based on the acquired knowledge, research contributions, and experience accumulated throughout these years.

III. IMPACT ANALYSIS FOR LOW-CODE DEVELOPMENT PLATFORMS

LCDDs accelerate the development of applications by decreasing the amount of hand-coding required [1]. This is accomplished by making software development easier by raising the abstraction level through model-driven development. The higher abstraction level also makes it possible to develop software for people without a formal software development background: the citizen developer. These citizen developers are trained professionals with domain knowledge that are enabled to develop solutions for their domain specific problems.

The Impact Analysis for Low-Code Development Platforms framework is depicted in Figure 1. It comprises of the execution of change analysis, the collecting of change analysis results, and the deduction of impact observations that are presented to the involved professionals. We distinguish three types of professionals involved in the impact analysis. First of all the citizen developers, who uses the LCDD to develop application. Secondly the LCDD developers, responsible for the development of the LCDD itself. Finally, the operations engineers who are responsible for keeping the applications and LCDD available and responsive. The general structure of a LCDD consists of three subsystems and three types of artifacts. These subsystems and artifacts are analyzed for changes, resulting in change analysis results, in the form of diffs. These diffs result in impact observations that inform the professionals and support their engineering decisions. The evolution of the LCDD and the applications can be controlled through the created feedback. The remainder of this Section explains the subsystems and artifacts, and the impact analysis process in more detail.

The first subsystem is the model designer. The designer is the Integrated Development Environment (IDE) offered to the citizen developer. It provides an interface for the development of the model(s) and includes help, and feedback. The first type of artifact is the meta-model. The meta-model describes the model elements and thus the capabilities of the model. A LCDD can utilize multiple models, and thus multiple meta-models, targeting different aspects of an application, such as the data, the business logic, and the user interface. The designed models are the second type of artifact. These are parsed, processed, and transformed by the model transformations subsystem. This system transforms the model into a runtime model. The runtime model can take different forms, depending on the LCDD implementation. It could either be an intermediate model specific to the LCDD, or a general purpose model (or programming language). The platform subsystem contains all the features and infrastructure necessary to execute the runtime model. It contains service frameworks, data access libraries, and other functionality present in the resulting application that is not dependent on the model. The platform and runtime model are deployed to the runtime that executes the two subsystems.

Changes are collected by analysing the subsystems and artifacts in a LCDD. This is done before these subsystems
and/or artifacts are deployed on the runtime. The results are expressed in change analysis results, representing the changes made, and are generally expressed in a diff. From these results the impact that changes have on the system can be derived. The impact observations support the professionals in making engineering decisions on the evolution of the LCDP and the applications. These observations can block the release of new versions, or adjust the future roadmap.

The specifics of the change analysis, the representations chosen for the change results, and the impact observations are LCDP specific. Therefore the remainder of this section will give example suggestions to illustrate the process expressed in the Impact Analysis for Low-Code Development Platforms framework. These examples are given by revisiting the three types of professionals that are responsible for the development and operations of the applications developed on the LCDP and the LCDP itself.

First of all the citizen developers who use the LCDP to create solutions. In commercially offered LCDPs these developers are the customer, or work for the customer, of the LCDP. They use the model designer as the primary way of interacting with the LCDP. It allows them to create an application by expressing their solution constrained by the meta-model offered by the LCDP. To facilitate rapid application development, technical details will be hidden from them. Citizen developers can, based on the impact observations, receive feedback on the quality of the model(s) that they have developed. An example is given: *A change to the model leads to a far bigger change in the run-time model, because a specific model element represents a complex piece of run-time functionality. There is, however, a different solution possible that solves the problem and leads to a smaller change in the run-time model. This solution has preferable characteristics: a smaller impact on the running application. This impact observation is generated by analysing the model diff and the run-time model diff, and linking the changes made to the model to those in the run-time model.*

In general the change results can be analysed by specific rules, maybe a recommender system [9], [10], and suggest alternative solutions. Such a system requires the knowledge to link model changes to run-time model changes and to characterize these changes depending on their impact on the runtime by incorporating Software Operational Knowledge.

Secondly the LCDP developers, they develop and maintain the three subsystems in a LCDP. The LCDP developers can use the feedback to optimize the platform for both the citizen developers as well as the operations team. Model changes can be analysed to identify often neglected features or popular features. These observations can then be incorporated in the roadmap to optimize the meta-model and the designer. Meta-model changes can be analysed to find the places in the designer impacted by these changes. The run-time model and platform changes serve as the source for the runtime impact analyses. This analysis points to parts of the system that could harm the operational characteristics of the application. These changed parts can then be reverted before releasing the new version.

Finally the operations engineers who are responsible for keeping the applications and LCDP available and responsive. If the LCDP is an internal platform, such as in our case study, there will be a single group of operations engineers. However,
if the LCDP is commercially offered solution there will be probably two groups of operations engineers. The operations engineers that support the platform itself are responsible for the availability of the LCDP: the model designer, the model transformations, and the runtime. The operations engineers that are part of the customer company will focus on the availability of the applications, using the features offered by the LCDP to do so. This team supports the release of new versions, while monitoring the running environments. These operations engineers benefit from the impact observations in planning the upgrades of the platform and/or new applications. The run-time model and platform changes can tell them if they require more runtime resources.

The proposed framework describes the process of impact analysis for LCDPs in generic terms. LCDP providers and consumers should instantiate this framework for their own specific case. However, the taxonomy for software change impact analysis [11] can help. The taxonomy lists eight criteria to classify impact analysis approaches.

- **The scope of the analysis**: does the impact analysis operates on code, models, or other artifacts. The framework focuses on static analysis of code and models, and does not incorporate dynamic aspects collected from a running system.
- **The granularity of the analysis**: what level of detail is analyzed and reported. Collected changes can be aggregated, or only collected on a certain level. This determines the impact observations that can be made.
- **The utilized technique**: examples of techniques are call graphs, execution traces, or message dependency graphs. The best fitting technique depends on the kind of LCDP and its architecture.
- **The style of the analysis**: is the analysis global, search based, or exploratory.
- **Tool support**: which tools support the chosen approach.
- **Supported languages**: which programming or modelling languages are supported by an approach. While the model in a LCDP is custom developed, providers can benefit from standard tooling for language and model engineering. The run-time model could also be a standard programming language or intermediate model that is supported by available tools.
- **Scalability**: how scalable is the impact analysis approach.
- **Experimental results**: is the approach tested and shown to be successful.

These criteria list the variability that is present in the Impact Analysis for Low-Code Development Platforms framework. LCDP providers and consumers need to chose an existing approach or design their own approach for impact analysis when applying the framework.

### IV. Case Study

We conduct a case study on how impact analysis is applied on an industry LCDP at AFAS Software. This case study describes the process in which impact analysis is applied and from which we derived the Impact Analysis for Low-Code Development Platforms framework. AFAS Software is a Dutch vendor of ERP software based in Leusden, the Netherlands (with additional offices in Belgium, Curacao, and Aruba). The privately held company currently employs over 500 people and generated €191 million of revenue in last year (2020). AFAS’ main software product is called Profit, which is an ERP system consisting of different modules such as Taxes, Finance, HRM, Order Management, Payroll, and CRM. This product has over 2 million users across 11,000 organizations of all sizes, ranging from companies with a single employee to companies with thousands of employees.

After 25 years of development, AFAS launched a new version of its ERP system, which is called SB+. This new system is based on an internally developed LCDP, called AFAS Focus, using an ontological enterprise model [12] (the platform was formerly called NEXT). The system is cloud-based and its architecture applies event-sourcing and CQRS [13] to satisfy quality characteristics such as availability and responsibility. The research and development of AFAS Focus started ten years ago. Approximately 60 companies currently use SB+ for their day-to-day accounting. Figure 2 shows the instantiated Impact Analysis for Low-Code Development Platforms framework for AFAS Focus.

#### A. Involved Professionals

The AFAS Focus LCDP is developed and utilized by AFAS only, the three types of professionals described in Section III are all employees of AFAS. The citizen developers are a team of professionals who formerly served in roles such as business analyst, software tester, or support engineer. They have multiple years of experience in the domain of ERP software, but have no formal training in software development. Through internal training and knowledge sharing sessions they are trained in the usage of the LCDP. The LCDP developers consist of four teams that are responsible for the development of the model designer, model transformations, and platform. Finally, a team of operations engineers are responsible for maintaining the runtime and deploying upgrades of AFAS Focus. AFAS Focus uses a four-weekly release schedule: every four weeks a new release is developed, tested, and deployed. During the four weeks that a release is in production, smaller releases (called hotfixes) are deployed to solve blocking issues. In the first 18 months (January 2020 to June 2021) that AFAS Focus was used by companies for their day-to-day accounting 212 releases (18 regular releases and 194 hotfixes) were deployed.

#### B. Subsystems and Artifacts

AFAS Focus is developed using C# on the .NET platform and TypeScript. As mentioned, an ontological enterprise model [12] is used to develop the ERP system on top of this platform. The LCDP developers are responsible for the model designer, called Studio and the meta-model, called OEM. Required features are designed and developed in collaboration with the citizen developers, who are the ‘customers’ of these components. The model is created through the combination...
of a graphical designer and a text-based designer. Through a suite of model transformations (the \textit{Generator}), this model is transformed into a run-time model called the \textit{application package}. To optimize the model execution approach AFAS Focus adopted a custom run-time model that is interpreted \cite{6}. The run-time model expresses the component types present in an event-sourced system, such as aggregate roots, events, and projectors. Together with a \textit{host package}, containing the platform, the application package is deployed on the runtime which is running in \textit{Microsoft Azure}. The host package contains both the interpreters for the run-time model, as well as features that are not dependent on the model and are not developed by the citizen developers. Examples of these features are generic import functionality and user management. This features are developed using ‘traditional’ software development methods and contained in the host package.

\textbf{C. Change Analysis Results}

From the start impact analysis is applied in the development of AFAS Focus to facilitate the co-evolution between meta-model and model, and model and runtime. We discuss the different applied impact analysis and the context within AFAS Focus.

\textit{1) Meta-model Diff:} While currently only one single model is developed (the model representing the new ERP system), many more models exist for testing and exploration purposes. To maintain compatibility between \textit{Studio} and the model, the \textit{OEM} is versioned and every model contains the version to which it conforms. When a new version of the \textit{OEM} is introduced, a manual evolution step is developed to facilitate the upgrade of existing models, based on the \textit{OEM diff}. \textit{Studio} itself is evolved manually. Whenever a model is loaded that conforms to an older \textit{OEM} version, the developed evolution steps are executed to automatically upgrade the model. These evolution steps are developed in such a way that only the minimal changes are made to a model to make it conform to the new \textit{OEM}. These evolution steps are developed and tested by the LCDP developers whenever they make a meta-model change. Downgrading a model to an older \textit{OEM} is not supported and facilitated. The citizen developers are briefed and educated on the new \textit{OEM} elements, but are not bothered by details of the evolution steps.

\textit{2) Model Diff:} Co-evolution of the system and the customer data is one of the biggest challenges faced in the development of AFAS Focus. For an accounting system it is crucial that customer data remains accessible and available after an upgrade. Changes that originate from the model were a big unknown in that challenge, because it was outside of the direct influence of the LCDP developers.

The co-evolution of the model and customer data is solved through a combination of \textit{manual specification} and \textit{operator-based co-evolution} \cite{14}, called the \textit{Mergelog}. The most frequent evolution steps in the model are mapped and formally supported in \textit{Studio}. Citizen developers can select one of the operators to perform co-evolution with the customer data. The manual specification option serves as fall-back for non-supported operations. Together these make sure that the model and the customer data co-evolves.

The model itself is versioned in a general purpose versioning system (\textit{git}) using a text-based representation. To not ob-
secure the versioning history, the evolution steps automatically executed in Studio caused by OEM-evolution are confined to a minimum. The LCDP developers review the automated evolution steps in Studio to make sure that the model history is not polluted by Studio.

3) Transformation Diff: AFAS Focus uses a general purpose programming language (C#) for the model transformations. Initially the transformations were designed in a single multi-phase transformation system. This monolithic transformation system, together with the fact that a general purpose programming language is used made it hard to perform change impact analysis.

Therefore, the single transformation system was redesigned into a component-based transformation system. This not only improves the development process for multiple development teams, it also makes it easier to analyse the transformation system. Currently AFAS implements basic traceability [15] in the transformation system that links elements in the run-time model to the specific transformation component. These traceability links are used in the engineering process by the LCDP developers to find the specific transformation components and model elements that cause a run-time model element.

4) Run-time Model Diff: The run-time model of AFAS Focus consists of a small number of component types that exist in an event sourced architecture [13]. To analyse and observe the impact, the run-time model is represented in a message dependency graph [16]. This component graph contains the different micro-services and their event-based communication. A graph of the current release of AFAS Focus consists of around 25,000 nodes and 35,000 edges. These nodes represent the components in an event-sourced system. 5,000 nodes are components containing logic, 15,000 nodes represent messages, and the remaining nodes are data objects. The edges represent the usage patterns between these components. The graph can be explored in a visual representation. The size of the AFAS Focus component graph is useless to visualize in one image, however, by enabling developers to explore the graph many useful observations can be made.

To analyse the impact of changes a diff between two of these graphs is created. This diff reflects the changes made to different component types. An example summary of such a diff is shown in Table I. The numbers in Table I show a 0.1% total size increase. It shows per component type the number of added, removed, and changed elements, together with totals off the nodes and edges. Note that the edges can only be added or removed, not changed, because they do not contain further information. This summary information acts as a starting point to browse the diff information and drill-down to the lowest possible level: a diff of a specific model element (as shown in Figure 3). These diffs can be used to spot specific changes that need the attention of the development team. Example changes that require manual verification are changes that require custom data evolution steps (such as a property that has become mandatory, or a property type that has changes), or changes that could result in data loss (such as an event type that has been removed by error).

Using the component graph the LCDP developers have found bugs, such as

- Components receiving messages for which no component exists that send those messages.
- Messages that are received and send, but for which no contract description exist.

An example of a less obvious observation is the identification of a part of the system that has a high level of complexity (measured in terms of many different messages and many different components involved), but offers little functionality in return. Parts with those characteristics are discussed in architecture meetings and optimizations are planned accordingly.

5) Platform Diff: The platform part of AFAS Focus contains the interpreters for the run-time model elements as well as features that are not modelled by the citizen developers and do not depend on the model. Similar to the transformation subsystem the platform too is implemented in C#. However, unlike the transformation system the platform does not have the same challenges for doing change impact analysis. Features that are developed in the platform subsystem use the same component and message types. Therefore, the platform system can be represented through reverse engineering in the same component graph as the run-time model.

6) Run-time Diff: The run-time model and platform diff are combined into a single run-time diff. This diff represents the whole impact of the new release on the runtime.

The run-time diff is used by the LCDP developers to analyse the impact of a new release and plan the upgrade procedure accordingly. The data upgrade steps are verified using the diff, making sure that all necessary upgrades are specified. Depending on the impact of the release a separate upgrade strategy is used.

- move - When a release only contains business logic or user interface changes a straightforward move upgrade can be performed. During this upgrade a new application process is launched that connects with the same data storages. When this new process is verified to run correctly all incoming connections are transferred to the new process. This is the fastest upgrade process.
Fig. 3. The diff of a single data storage element from the generated component graph diff. These elements are represented in JSON. The diff shows a plain text-based diff. The diff shows two added properties, a changed property length, and two new indexes. Especially the changed property length is important: a decrease in length requires a data evolution step to make sure existing data conforms to the new schema. This feedback could be presented in Studio to warn the citizen developer.

- **minor** - When a release only contains business logic, user interface, or volatile storage changes, a minor upgrade can be performed. During this upgrade a new application process is launched, the data storages are copied, and the data schema changes are executed on the copy. When the new application process is verified to run correctly all incoming connections are transferred to the new process.

- **major** - Whenever the event messages have changed a major upgrade is required. During this upgrade the changed events are rewritten and saved into a copy of the data storage. When the new application process is verified to run correctly all incoming connections are transferred to the new process.

Depending on the complexity of the changes when a major upgrade is required, the operation engineers can decide to allocate more resources for the system during the upgrade. Specific upgrade challenges are identified and reported to the operations team.

One metric that can be used to measure the size of the ERP system SB+ is the total number of components and relations between the components. Table II shows an overview of numbers of the last nine versions. These numbers give a sense of the magnitude of the ERP system, however, similar to source code lines the number of components does not relate to productivity. The decrease of 8% between version 1.15 and 1.16 for instance can be attributed to an optimization in the transformation system. These numbers can be used by the LCDP developers and operation engineers to plan the available resources on the runtime platform: more data storage objects require more data resources, while a larger number of components with logic require more memory resources.

The LCDP developers also analyse the run-time diff to identify required optimizations in platform and model transformations. Together with the citizen developers the diff is analyzed to identify optimizations in the model by applying different meta-model elements, or by introducing new meta-model elements.

7) **Taxonomy criteria:** Following the eight criteria of the taxonomy for software change impact analysis the approach can be described as follows:

- **The scope:** analysis is done on code, and models
- **The granularity:** this differs for the different analyses, the OEM diff and the required evolution operations are done on all levels, the mergelog is recorded on the level of attributes, the traceability links are recorded on the level of generator components, and the component graph is created on the level of the architectural components.
- **Utilized techniques:** analysis is done by traceability links, message dependency graphs, and model diffs.
- **Style of analysis:** the impact analysis in AFAS Focus is done globally.
- **Tool support:** no generic or open source tools are used.
- **Supported languages:** the implemented approaches are specific to the meta-model and architecture of AFAS
TABLE II
THE LAST NINE RELEASES OF AFAS SB+ WITH TOTAL NUMBERS OF NODES AND EDGES OF THE COMPONENT GRAPH, ENRICHED WITH THE PERCENTAGE OF CHANGE WITH RESPECT TO THE PREVIOUS VERSION. DUE TO PROBLEMS WITH THE RELEASE OF VERSION 1.17, VERSION 1.18 WAS NEVER RELEASED, THEREFORE IT IS ABSENT IN THIS TABLE.

<table>
<thead>
<tr>
<th>Version</th>
<th>Nodes</th>
<th>Edges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>% change</td>
</tr>
<tr>
<td>1.11</td>
<td>18104</td>
<td>+2%</td>
</tr>
<tr>
<td>1.12</td>
<td>18499</td>
<td>+5%</td>
</tr>
<tr>
<td>1.13</td>
<td>19431</td>
<td>+5%</td>
</tr>
<tr>
<td>1.14</td>
<td>20638</td>
<td>+6%</td>
</tr>
<tr>
<td>1.15</td>
<td>21814</td>
<td>+5%</td>
</tr>
<tr>
<td>1.16</td>
<td>20132</td>
<td>-8%</td>
</tr>
<tr>
<td>1.17</td>
<td>23819</td>
<td>+18%</td>
</tr>
<tr>
<td>1.19</td>
<td>23398</td>
<td>-2%</td>
</tr>
<tr>
<td>1.20</td>
<td>23325</td>
<td>-1%</td>
</tr>
</tbody>
</table>

Focus.
- **Scalability:** scalability is no real concern, because there is a single model and the analysis is executed on demand.
- **Experimental results:** these are discussed in this research.

V. Analysis

The previous section described how impact analysis is embedded in the software development process of AFAS Focus. However, we also observe possible improvements.

The meta-model diff is used to manually create model evolution steps. This creation could be automated by analysing the meta-model diff. The meta-model diff could also be used to automate the evolution of the model designers. These two improvements would make the process of meta-model evolution more efficient.

The chosen solution for co-evolution of model and customer data, based on the model diff, serves its intended purpose, but also has a number of drawbacks. First of all, the chosen approach remains laborious and complicated. Citizen developers are required to explicitly specify evolution operators. However, they are only aware and capable to specify their own evolution. Changes of several developers are combined into a single release, but how the different evolution operators influence and even conflict with each other is not obvious and cannot be specified. Second, the operator-based co-evolution is only able to express model evolution. Changes in the metamodel, the model transformations, or in the platform can not be expressed through these operators. Each of those cases needs to be expressed through manual specification, making the process error prone and laborious. Third, the co-evolution does not support the teams in improving the solutions by providing feedback. It does not facilitate evaluation of the chosen model changes, which might not be optimal.

While the transformation system already generates traceability between the transformation components and the runtime model, it misses a link between model element and runtime model element. Such a link would facilitate the translation of run-time errors into model errors for the citizen developers.

The run-time diff, the combination of platform diff and run-time model diff, greatly improves the impact analysis of AFAS Focus. However, this artifact is also not yet utilized to its full potential. It could replace the model diff and serve as a basis for the data evolution steps. As the run-time diff represents the full evolution step it would allow for a more complete and more automated generation of the required data evolution steps. From the 209 releases that AFAS Focus had, 37 required a major upgrade. Most of these major upgrades required a data evolution step that could not be automatically generated with the current operation based co-evolution. Example manual specifications are property type transformation, specific calculations for introduced mandatory properties, and renames of event types. Another improvement would be a better suited representation of the generated component graph for the citizen developers to analyse. The traceability between run-time model and model elements could support such a representation. Applying change patterns [17] could be another solution to improve the representation by summarizing smaller changes in higher-level change patterns. An important missing feature is safety guards against public APIs. Earlier research [8] showed the importance of API management for LCDPs. Safety checks on these published APIs supports the citizen developer in these tasks. Finally, the diff should be used to generate the required data evolution in a semi-automated way. Certain semantics of the model evolution will be lost through the indirection of the impact analysis, because it is done on the run-time model. This could either be mitigated by also analysing the model impact, or by manual specification.

VI. Discussion

LCDPs enable citizen developers to develop increasingly complex software without formal software development training. While this improves productivity and efficiency it also introduces new challenges in the development process. The evolution of the LCDP and the applications built on top of it is one of those challenges. Impact analysis can play an important role in the mitigation of this challenge.

As we have observed and experienced in the development of AFAS Focus, impact analysis supports the professionals in the planning and orchestration of software evolution. The presented Impact Analysis for Low-Code Development Platforms framework offers a conceptual structure to reason about impact analysis for LCDPs. At AFAS Software the framework proved its use in the design of the different subsystems and artifacts, and the implementation of impact analysis. The development process benefits from the different analysis results, even with the identified improvements.

Current research in model-driven development and low-code development platforms offer a lot of the lower-level techniques and approaches to perform impact analysis. However, an overall framework to structure the plan-do-act process of engineering teams is missing. Our research is a proposal for such a framework but requires more grounding and evaluation.
While we believe that it can be generalized to other contexts, this should be proven by further research.

For future work we plan to execute a systematic literature review to ground the framework in existing research on model-driven development, low-code development platforms, and change impact analysis. The review should result in a comprehensive overview and concept definitions that would bring together the different research areas.

Second, the framework itself will be validated with other LCDP providers. Case studies at other LCDP providers are necessary to evaluate the framework and correct it from any biases. To prevent the framework from following biases of a single provider, multiple providers should share and combine their knowledge. We plan to conduct multiple case studies in the near future.

The results of the literature review and the multiple case studies will be used to add more detail to the framework: specific guidance and useful techniques that can be applied. After these improvements the framework can be evaluated on completeness and usefulness through expert interviews.

VII. RELATED WORK

Co-evolution in model-driven development platforms is a well researched topic. An overview of the different approaches is given in [14], while [18] describes an discusses coupled transformations. An approach for creating model diffs is presented by [19]. In [20], [21], and [22] approaches for (semi-)automated co-evolution of meta-model and models are described. [20] categorizes the meta-model changes in non-breaking changes, breaking and resolvable changes, and breaking and unresolvable changes. By using high-order transformation rules, the second category can be used to automatically adapt models to new meta-model versions. The research of [23] is similar and focuses also on the automated adaption of models to meta-models. A dynamically adapting system is proposed by [24]. Impact analysis to support the incremental execution of model transformations is another application [25]. A megamodeling approach is presented in [26], which supports the capturing of change impact in a model. By doing this, change impact becomes a model itself, which allows the application of model-driven tools to the challenge of change impact.

The problem of representation of change impact is researched in the area of change patterns. Change patterns express changes to a process on a higher level of abstraction, making them easier to comprehend. This notion is introduced by [27], [28] for Process-Aware Information Systems (PAIS). The authors apply these change patterns to assess the level of change support in different PAIS. The patterns form a language that allow an easy and comprehensible comparison of the different systems.

Distributed event-based systems pose another challenge in impact analysis. Components in event-based systems are intrinsic loose coupled which makes them hard to evolve and analyse. [29] use the notion of change patterns to analyse event-based systems. Their research shows that change patterns are an efficient language to capture the evolution of an event-based system. [16] proposes a static analysis that analyses distributed event-based systems. Analysis of traditional software systems depends on explicit invocation to create a dependency graph. Their proposed method analyses the message-oriented middleware that these systems are based on and creates a dependency graph from those results.

VIII. CONCLUSION

Low-code development platforms (LCDPs) accelerate the development of software through new abstractions that remove as much of the technical details as possible. However, challenges such as software evolution remain. Citizen developers, LCDP developers, and operations engineers need tools and processes to solve these challenges. Together these professionals, regardless if they are from the same company or not, are responsible for the success of the application of the LCDP. Evolution plays an important role in that success and this requires that these professionals collect feedback that informs and supports engineering decisions. We believe that impact analysis helps and supports these teams in reaching their goals.

An overall framework to structure the implementation of impact analysis for LCDPs is missing. In Section III we propose the Impact Analysis for Low-Code Development Platforms framework that conceptualizes the process of impact analysis for LCDPs. It describes the different subsystems and artifacts, together with the process of impact analysis. Using the taxonomy of Lehnert [11] we discussed the variability in the framework and how providers can implement this.

Through a case study of an industry LCDP we explore the framework in more depth. Although case studies at other LCDP providers are necessary to evaluate the framework and correct it from any biases, we believe that impact analysis within LCDPs can improve both the applications developed on top of the LCDP as well as the platform itself. Impact analysis should be at the foundations of the LCDP development process.
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